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ABSTRACT 

In spite of the thorough research that has been done in the field of image denoising, a 
generic algorithm able to preserve the details of an image at an acceptable level has not 
been yet discovered. Most methods account for a specific class of noise and provide 
suitable results only if the implicitly-determined control parameters of the image 
correspond to the method’s assumptions. Furthermore, many such methods reside on the 
presumption that noise is spatially-invariant and do not treat the other case. 
The purpose of this paper is to analyze the classical methods used in image denoising, to 
observe their limitations in order to decide how mixing different algorithms might correct 
their undesired behaviors and to set the scene for a new method appropriate for image 
denoising that would yield better results on a more varied set of images. 

KEYWORDS: Image Denoising, Image Processing, Merging Technologies, Random 
Noise, Fixed Pattern Noise, Banding Noise, Salt-and-Pepper Noise. 

 
INTRODUCTION 

Images are 2-dimensional representations of the visible light spectrum and are stored on 
computers as multi-dimensional arrays where the dimension depends on whether the 
image is colored (fig. 1) or black and white (fig. 2). 

For simplicity, the third dimension is also encoded as a tuple of red, green and blue 
components, corresponding to the RGB color space. 

A pixel is represented by a pair (i, v(i)), where v(i) is the value at i, the pixel’s position, 
and it is the result of measuring the light intensity by using a charge-coupled device 
(CCD) matrix and a focus system (the lens). 
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Classical methods such as Gaussian or Wiener filtering (Yaroslavsky) work by 
separating the image into the two parts, the smooth and oscillatory part [8]. The drawback is 
that this might lead to losing the fine edges present in the original image which is un 
undesired outcome. Another algorithm that yields similar unwanted results when it comes to 
preserving the fine edges of an image is Perona-Malik, which filters the noise by using 
anisotropic diffusion. An improved approach could be robust anisotropic image smoothing. 

A newer and improved approach uses local adaptive filters to analyze the image in a 
moving window, compute its spectrum for each position but only use the value at the 
central pixel of the window [2]. 

The wavelet thresholding approach assumes that noise is represented with small wavelet 
coefficients that should be discarded if under a certain threshold. The drawback of this 
method is that it outputs images in which important edge coefficients are also cancelled 
which again leads to a loss of fine details and the appearance of spurious pixels [2]. 

 

 

  

 
 

Figure 5: Non-local means applied on two images: first row, original image; second row, noisy 
image ሺσ ൌ 25ሻ; third row: image denoised using the non-local means algorithm 
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Among the promising methods for a certain class of images is the non-local means 
approach proposed by Antoni Buades, Bartomeu Coll and Jean-Michel Morel as it is fairly 
easy to implement and yields qualitative results. The method suggests that one should 
choose a pixel, look for similar neighborhoods to the one surrounding the pixel and replace 
the pixel by the average of the centers of the neighborhoods. This is an algorithm based on 
exploiting the self-similarity that it can be seen in most natural images. 

Total variation denoising techniques assume that images affected by noise have high 
total variation or the integral of its absolute gradient is high and therefore attempt to 
reduce the total variation. These algorithms yield impressive results as they remove the 
noise without affecting the edges as most of the above presented algorithms do [12]. 

 

Figure 6: Examples of similar neighborhoods. Image taken from [12] 

ALGORITHMS’ ANALYSIS 

No matter the method that is being used, the final goal is to obtain an image as free of 
noise as possible without loss of details and side effects such as blurring. But each and 
every algorithm presented above has its own specific limitations. 

For example, anisotropic smoothing methods can preserve strong edges but cannot be 
used for smooth patterns and textures while methods based on wavelet coefficient 
statistics yield the expected results only for limited types of input images. The non-local 
means algorithm works well for repetitive image patches but underperforms when it 
comes to preserving details in non-repetitive areas as it treats the smooth regions and the 
edges in the same manner. Furthermore, it is worth observing what type of noise each 
algorithm is removing the best. Strategies that perform best for low noise levels may not 
perform as well for high noise levels and the same happens for uniformly or non-
uniformly distributed types of noise. 
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Five algorithms have been chosen as input for further research and mixing-based 
improvements: 

• the Non-Local Means implementation from OpenCV 
• the TV - L1 (total variation denoising) from OpenCV 
• the wavelet thresholding implementation from scikit 
• the bilateral filtering from scikit 
• and the median filtering from scipy 

The image dataset was divided into 4 categories in order to better assess the performance 
of the algorithms, each subset being characterized by: 

• dominant colors 
• few colors 
• many colors 
• images containing people 

THE PREPROCESSING STAGE 

Two types of noise were added (salt and pepper and Gaussian noise) to each image. 

It will have a lower weight assigned or even take it out of the average in case it 
underperforms. 

Edge detection 

Edge detection is a method used for identifying those points in an image at which the 
brightness of the image changes sharply. These points are grouped into a set of curves 
named edges. The Canny Edge Detection algorithm developed by John F. Canny from 
OpenCV was used. The first step of this approach is noise reduction, since edge detection 
is susceptible to noise. To reduce this susceptibility, the noise is removed by applying a 
5x5 Gaussian filter. Then the algorithm computes the intensity gradient of the image. A 
Sobel kernel filter is applied in the horizontal and vertical directions to obtain the first 
derivatives in horizontal (Gx) and vertical (Gy) directions. 

After obtaining the gradient magnitude and direction, the program scans the whole image 
in order to remove any unwanted pixels which may not be a part of an edge. The 
algorithm is then checking for each pixel if it is a local maximum in its neighborhood in 
the direction of gradient. 
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Figure 11. Image denoised with Non-Local 
Means algorithm 

 

Figure 14. Denoised with wavelet thresholding 
algorithm 

To assess the results of applying the algorithm, the RMSE was used to compare the 
original image (before applying the noise) and the resulting image (the one obtained after 
applying the method to the noisy image). 

 
Figure 15. Processing results interpretation (Ox: Number of windows; Oy: RMSE) 

The standard deviation is computed between the original image and the result image. A 
higher number of windows leads to a better denoising. The drawback is the computation 
time that increases in an exponential way with the number of the windows. The two 
denoising algorithms used are Non-Local Means and TV - L1 (total variation denoising). 

Several voting-based processing methods have been tried over time [13][14][15][16]. The 
presented approach, despite that fact that does not make use of a real voting system in 
order to select the final result, has the same mechanisms presented in the voting-based 
applications: the use of totally different sub-optimal approaches to solve a specific 
problem and, in the end, the intelligent merge of every output into the final result. 
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